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9 [1] The equivalent source dipole technique is used to model the three components of
10 the Martian lithospheric magnetic field. We use magnetic field measurements made on
11 board the Mars Global Surveyor spacecraft. Different input dipole meshes are presented
12 and evaluated. Because there is no global, Earth-like, inducing magnetic field, the
13 magnetization directions are solved for together with the magnetization intensity. A first
14 class of models is computed using either low-altitude or high-altitude measurements,
15 giving some statistical information about the depth of the dipoles. Then, a second class of
16 models is derived on the basis of measurements made between 80 and 430 km altitude.
17 The 4840 dipoles are placed 20 km below the surface, with a mean spacing of 2.92�
18 (173 km). Residual rms values between observations and predictions are as low as 15 nT
19 for the total field, with associated correlation coefficient equal to 0.97. The resulting
20 model is used to predict the magnetic field at 200-km constant altitude. We present the
21 maps of the magnetic field and of the magnetization. Downward continuation of a
22 spherical harmonic model derived from our equivalent source solution suggests that
23 intermediate-scale lithospheric fields at the surface probably exceed 5000 nT. Given an
24 assumed 40-km-thick magnetized layer, with a mean volume per dipole equal to 3.6.106

25 km3, the magnetization components range between ±12 A/m. We also present apparent
26 correlations between some impact craters (�300-km diameter) and magnetization
27 contrasts. Finally, we discuss the implications of the directional information and possible
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34 1. Introduction

35 [2] Prior to the launch of Mars Global Surveyor (MGS) in
36 1996, the magnetic field of Mars was poorly known, and its
37 origin was controversial. Previous spacecraft missions only
38 gave an upper limit on the magnetic moment of the planet.
39 Trotignon et al. [1993] gave a value of 2.1012 T.m3, to be
40 compared to the Earth’s magnetic moment of 8.1015 T.m3.
41 The low altitude magnetic measurements of MGS were thus
42 eagerly awaited.
43 [3] MGS carries two triaxial fluxgate magnetometers,
44 identical to the magnetic field experiment on board the
45 Mars Observer mission [Acuña et al., 1992]. This config-
46 uration provides a way to deduce and remove the space-
47 craft-generated magnetic fields. The field measurements

48used in this study have had static and dynamic spacecraft
49fields removed [Acuña et al., 2001].
50[4] The main objective of the MGS magnetic experiment
51was to determine the nature of the magnetic field of Mars.
52This goal requires models and maps to be computed, with
53resolution in accordance with the satellite altitude and orbit.
54First attempts to describe and interpret Mars’ magnetic field
55[Acuña et al., 1999; Connerney et al., 1999] were limited
56because of the wide range of the measurement altitude
57(from 90 to 200 km above the reference radius
583393.5 km). The altitude is indeed a key factor in deter-
59mining the intensity of the magnetization, since the mag-
60netic sources are close to the surface [Stevenson, 2001]. It is
61thus necessary to have maps of magnetic components
62(measurements or predicted by a model) at a constant
63altitude over the sphere, so that the anomalies can be
64laterally characterized. It is also crucial to be able to
65downward or upward continue such maps. Having multiple
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66 altitude coverage greatly helps to characterize the properties
67 of the magnetized bodies.
68 [5] More recent attempts to model the magnetic field of
69 Mars were done, using different techniques and data sets.
70 Purucker et al. [2000] used low altitude, purely radial,
71 preliminary binned, MGS magnetic observations to produce
72 a constant altitude map of the magnetic field, using an
73 equivalent source approach. Other studies dealt with the
74 commonly used (for the Earth’s magnetic field) spherical
75 harmonic method. Arkani-Hamed [2001a] used three com-
76 ponents of the same low-altitude observations to produce a
77 spherical harmonic model up to degree and order 50. This
78 model was later updated [Arkani-Hamed, 2002], using both
79 low- and high-altitude measurements. Using the same kind
80 of data, Cain et al. [2003] derived another spherical
81 harmonic model, but up to degree and order 90.
82 [6] In this study, we extend the work of Purucker et al.
83 [2000], by introducing the three components of both the
84 magnetic observations and those of the equivalent sources.
85 When dealing with the Earth’s magnetic field, spherical
86 harmonic analysis [Gauss, 1839] is usually the technique of
87 choice for representing the large core field, while equivalent
88 source dipoles are largely used for lithospheric field repre-
89 sentations [Langel and Hinze, 1998]. There are several
90 reasons for this. First, spherical harmonic analysis is com-
91 putationally more demanding for the high degree solutions
92 needed to fully represent the lithospheric field, even if
93 models based on satellite data (MAGSAT, Ørsted and
94 CHAMP) take into account the lithospheric field [Cain et
95 al., 1989; Langlais et al., 2003; Maus et al., 2002]. Second,
96 the MGS magnetic measurements were acquired between
97 80 and 450 km altitude, with an uneven data geographical
98 distribution and with an estimated accuracy of 3 nT [Acuña
99 et al., 1998]. Spherical harmonic analysis is efficient,
100 provided there exists an almost constant geographical cov-
101 erage, with a reasonable data accuracy. Following Schmitz
102 et al. [1989], noise associated with data acquired at or near a
103 400-km spherical shell, on a 2� or 3� side equiangular grid,
104 must be lower than 2 nT to compute Gauss coefficients that
105 are be reliable up to degree 44 (even down to 30–35 in the
106 conservative case). In contrast, the equivalent source dipoles
107 approach is less sensitive to geographical data distribution.
108 Furthermore it is capable of providing insight into the
109 magnetization directions in the source region.
110 [7] The main objective of this study is to provide a new
111 model of the Martian magnetic field. This model is designed
112 to be used for predictions of the three components of the
113 Martian magnetic field at altitudes ranging between 173 km,
114 the mean horizontal resolution of our model, and 430 km,
115 the maximum altitude of the MGS measurements we used in
116 our model. This new discrete magnetization model is the
117 first global model that can explain the magnetic field
118 measurements in terms of possible lithospheric sources,
119 despite the non-uniqueness of the solution; one can in
120 particular add any magnetization distribution that does not
121 produce a magnetic field outside the source region
122 [Runcorn, 1975]. Indeed, other models are either description
123 of the field expressed on a spherical harmonic basis
124 [Arkani-Hamed, 2002; Cain et al., 2003] or incomplete
125 and physically meaningless equivalent source approaches
126 (Purucker et al. [2000] used only radial dipoles to produce a
127 constant altitude map of the radial magnetic field).

128[8] In the following we review our basic modeling
129methods. We then introduce the low-altitude and high-
130altitude data sets, which are used to produce independent
131models, and compared for consistency. We then compute a
132global magnetization model. We predict the magnetic field
133at a constant altitude of 200 km and discuss its morphology.
134We then extend the discussion to some particular outputs of
135our model, such as the relatively weak magnetization over
136large craters (�300 km diameter), and the possible magnetic
137carriers.

1382. Data

139[9] A review of MGS design and science objectives can
140be found in Albee et al. [2001]. We therefore briefly recall
141what is relevant here. MGS was launched on November 7th,
1421996. It reached Mars’ environment and was inserted into
143orbit on September 11th, 1997. Three phases were initially
144planned. The first phase was AeroBraking (AB), during
145which the satellite was slowed and the orbit evolved from
146highly elliptical to almost circular. After a six-month AB
147phase the Mapping Orbit (MO) was scheduled to begin.
148However, because a problem occurred during the deploy-
149ment of one of the solar panels, the circularization of the
150orbit had to be slowed [Albee et al., 1998]. The AB phase
151was split into two distinct phases (AB1 and AB2, lasting
1527 and 5 months each, respectively), separated by a six-
153month interval (in order to allow the orbit to drift into the
154proper position with respect to the Sun), during which
155scientific instruments were turned on. This phase was called
156the Science Phasing Orbit (SPO). The orbit during this SPO
157phase was elliptical, with periapsis as low as 80 km with
158respect to the reference radius of 3393.5 km. Following the
159AB2 phase, MGS entered the MO phase, where it has been
160since March 1999. The final orbit is a 400-km, near-circular
161orbit.
162[10] In this study, we use the magnetic measurements
163made available by the MAGnetometer/Electron Reflectom-
164eter (MAG-ER) team, and distributed by the Planetary
165Plasma Interactions Node of the UCLA Planetary Data
166System (PDS). Magnetic data were expressed in a Cartesian,
167planetocentric system and in a Cartesian, Sun-related sys-
168tem. We used the first system to compute the position of the
169satellite and the magnetic components in the spherical
170planetocentric system, with radius r, colatitude q and longi-
171tude f. The second system was used to determine whether
172the satellite is in the sunlit or shadow side of Mars,
173supplemented with solar panels outputs made available as
174part of the PDS set. Measurements used in this study were
175acquired during the AB1, SPO, AB2 and MO (during 1999)
176phases. We limited the altitude of the AB and SPO measure-
177ments to 350 km, while the one for the MO measurements
178was imposed by the orbital parameters, between 360 and
179440 km, with a periapsis always located near the South Pole.
180[11] The AB, SPO and MO data sets can be considered as
181providing dual coverage of the Martian surface, once near
182400 ± 30 km (MO data set), and the second near 200 ±
183100 km (AB and SPO data sets). Unfortunately, the lowest
184coverage is far from being complete. 62% of the 1� � 1�
185bins below 300 km are filled, and only 48% of the bins
186below 200 km are. Moreover, only 50% and 37%, respec-
187tively, of those bins contain more than 2 observations.
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188 [12] The two raw data sets were processed to yield two
189 equiangular data sets. First, a night local time selection was
190 applied for the SPO and MO data sets in order to reduce the
191 external magnetic perturbations. Because of the orbital
192 parameters during the AB phases, 80% of the data were from
193 the dayside, and we chose to keep them. Second, we looked
194 for possible outliers in the measurements. These outliers were
195 identified by comparing the vertical magnetic field measure-
196 ments with those predicted by an earlier model derived by
197 Purucker et al. [2000]. All measurements with associated
198 absolute residuals larger than 50 nT (for the AB and SPO data
199 sets) were removed, corresponding to 0.1% out of the 2.7 �
200 106 measurements. MO measurements associated with resid-
201 ual magnitudes larger than 9 nT were removed,
202 corresponding to 12% out of 8.4 � 106 measurements.
203 However, because of their dense geographical distribution,
204 the density of the final high-altitude data set was not altered,
205 although the number of measurements per bins changed.
206 Finally, we computed mean magnetic values in each 1� � 1�
207 � 10 km cell, obtaining 75380 binned values for theMO data
208 set, and 103996 for the AB and SPO data sets (below 350 km
209 altitude). When more than 2 measurements were in a cell, an
210 associated variance (with respect to the mean value) was
211 computed. For more than 50% of the low-altitude cells, it was
212 not possible to compute such a variance.

213 3. Modeling

214 [13] The approach adopted here is the equivalent source
215 dipole technique, introduced by Mayhew [1979] for the
216 representation of satellite magnetic field data. Using as
217 input irregular and scattered magnetic measurements
218 acquired on local or global scales, we can use equivalent
219 dipoles to predict the magnetic measurements in a least-
220 squares fit. Considering the magnetic moment M of a dipole
221 located at (rd, qd, fd), the magnetic potential observed at
222 (r, q, f) is expressed as

V ¼ �M � r 1

l
ð1Þ

224 This relation is valid provided that there are no sources
225 between the dipole and the observation location. The distance
226 l between the dipole and the observation location is written

l ¼ r2d þ r2 � 2rdr cos zð Þ
� �1

2 ð2Þ

227 z being the angle between observation and dipole location:

cos zð Þ ¼ cos qð Þ cos qdð Þ þ sin qð Þ sin qdð Þ cos f� fdð Þ ð3Þ

229 [14] The resulting magnetic field ~B is written as

~B ¼ � ~rV ¼ � @

@r
;
@

r@q
;

@

r sinðqÞ@f

� �
V ð4Þ

231 [15] On the Earth, we generally suppose that the magne-
233 tization is aligned along the direction of the main field
234 [Purucker et al., 1996]. In this case, one looks only for the
235 dipole moment M of the anomaly, its three components are
236 written as (M sin I, M cos I cos D, M cos I sin D), I and D

237being the inclination and the declination of themainmagnetic
238field. In the case of Mars, there is no main field of core origin,
239hence no organizingmagnetic field for purposes of induction.
240Thus I andD can be considered laterally uncorrelated on large
241length-scales.
242[16] The only previous similar Martian study was made
243using the vertical component of the low-altitude, uncali-
244brated and pre-processed, magnetic field measurements,
245and assumed vertical magnetizations [Purucker et al.,
2462000]. The present study differs from that one as we
247considered the three components (Mr, Mq, Mf) of the
248magnetization, constrained by using all three components
249(Br, Bq, Bf) of the magnetic field measurements acquired
250at both low- and high-altitude. We used a least-square
251approach, by minimizing the weighted root mean square
252difference between measurements and predictions by the
253model. The weights we used are the variances computed
254for each 1� � 1� � 10 km cell. We used a conjugate
255gradient iterative technique to solve for the system. The
256complete expressions are given in Appendix A.
257[17] The magnetic anomaly as measured at one place is
258the sum of the magnetic anomalies created by all dipoles,
259but only those within a certain range contribute signifi-
260cantly. Numerous tests performed by Purucker et al.
261[1996] showed that this range can be confined to a
262spherical volume of radius 1500 km. Although not used
263in this study, another obvious advantage of this approach
264compared to spherical harmonic analysis is that we can
265consider either the global problem or a smaller area of the
266planet, using the same method.

2674. Input Dipole Meshes

268[18] As the problem has a non-unique solution, one needs
269to carefully select the modeling parameters. These can be
270classified in two groups. The first group is the location of
271the dipoles, whereas the second one is the magnetization
272intensity and direction. The dipole locations are typically
273placed a priori, as the non-linearity makes it difficult to
274solve for all parameters at the same time.
275[19] The dipole geographical distribution should be as
276homogeneous as possible in order to minimize the sources
277of instabilities [Covington, 1993], assuming the data distri-
278bution is homogeneous (which is the case in this study).
279Here an icosahedral discretization of the sphere [Vestine et
280al., 1963] was chosen. To obtain such a distribution, one
281first needs to project on the sphere twelve vertices: one at
282the North Pole, five equiangular distributed points at 30�N
283latitude, five others at 30�S latitude, and one at the South
284Pole. These twelve points define a mesh of 20 equal
285spherical triangles, bounded by thirty geodesic arcs. One
286then can easily increase the discretization, by connecting
287equi-distance points on the geodesic arcs, thus resulting in
288smaller spherical triangles.
289[20] In our computations, we used different levels of
290refinement, by changing is, the number of points per arc
291(there are is � 1 divisions per arc). In the following we will
292refer to is as the dipole parameter. The relationship between
293is and m, the number of dipoles located at the nodes of the
294spherical triangles, is

m ¼ 10� is � 1ð Þ2þ2 ð5Þ
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296 [21] For example, is = 20 results in 3612 dipoles, of which
297 we retained only 3610 within the ±88� latitude band (in order
298 to reflect the orbit inclination of MGS). To compute the
299 mean spacing, we divided the spherical surface area by the
300 number of dipoles, the square root of this value (the mean
301 surface) indicating the mean spacing, in this case 3.38�.
302 [22] We assumed the magnetization to be confined to a
303 40-km thick layer, consistent with previous studies. This
304 magnetic thickness is comparable to the inferred mean
305 crustal thickness of 
50 km [Zuber, 2001; Smith and Zuber,
306 2002]. A few previous studies dealt with estimates of
307 magnetic thickness. On the basis of the interpretation of
308 the energy spectrum of the Martian magnetic field, Voorhies
309 et al. [2002] give a value less than or equal to 50 km for the
310 magnetic thickness. By comparing magnetic measurements
311 made above the largest impact craters of Mars, Nimmo and
312 Gilmore [2001] give a mean magnetic thickness value of
313 35 km. The thickness, however, is not a crucial parameter,
314 as we have only access to the vertically integrated magne-
315 tization. The predicted magnetic field will be slightly
316 affected by this thickness. Instead, we varied h the depth
317 to the top of this layer, from +10 km (above the mean
318 3393.5-km-radius sphere) to �40 km (below). Although
319 having sources above the surface is not realistic, this choice
320 allows us to estimate the importance of this parameter with
321 regards to the fit to the data.

322 5. Modeling Results

323 [23] We computed magnetization models, using different
324 depths for the dipoles, and different resolutions for the
325 dipole meshes. In the following, models are denoted as
326 M[is]/[h]/[k], k being the kth iteration. M23/+00/10 then
327 refers to a dipole mesh with is = 23 (mean spacing = 2.72�),
328 located at the surface (+00 km), from which we retained
329 the 10th iteration as the final solution. In each case, the
330 inversion was stopped after 100 iterations or when the
331 weighted residual rms values calculated after each iteration
332 did not decrease by more than 10�5 (whichever came first).
333 [24] We then predict the magnetic observation using each
334 iteration of each solution. Because of the non-uniqueness of
335 the solution, we tried to develop some objective criteria to
336 decide which solution should be considered the most reliable.
337 The criteria we chose are based on the evolution of the
338 standard deviation and correlation coefficients between ob-
339 served and predicted magnetic measurements with respect to
340 the evolution of the extrema and root mean square values of
341 the magnetization components. We computed residual rms
342 values sC between observed and predicted field components
343 C, expressed as

sC ¼
P

i¼1 n Cobs � Cmodð Þ2

n

" #1=2

ð6Þ

345 where Cobs and Cmod refer to the observed and predicted
346 values, respectively. The choice of this criteria is discussed
347 later.
348 [25] In the following, we first present magnetization
349 models derived from partial, altitude-dependent, data sets.
350 Indeed a very simple way to test our modeling assumptions
351 together with the magnetic measurements is to derive

352magnetization models based on a fraction of the full data
353set, and to use these resulting models to predict the unused
354data. Then we introduce the global magnetization model.

3555.1. Solutions Based on Partial Data Sets

356[26] Using either the low-altitude, AB and SPO data
357sets, or the high-altitude, MO data set, we computed
358magnetization models using different input dipole mesh
359resolutions and depths. These models (for all mesh reso-
360lutions, depths and iterations) were then used to predict
361either the high-altitude, MO data set, or the low-altitude,
362AB and SPO data sets. In the following, these tests are
363referred as high-to-low (MO-based models, AB and SPO
364predictions), high-to-high (MO-based models, MO predic-
365tions), low-to-high (AB-, SPO-based models, MO predic-
366tions), and low-to-low (AB-, SPO-based models, AB and
367SPO predictions). Input dipole meshes had parameters is
368ranging from 12 to 30 (or from 5.83 to 2.21�), and dipole
369depths h from �40 to +10 km, with a 10-km increment.
370[27] Let us first consider the low-to-low and low-to-high
371cases. Models are based on 49241 binned measurements,
372located between 80- and 300-km altitude, with an uneven
373geographical data coverage. There is a very fast conver-
374gence between MO observations and MO predictions,
375followed by a divergence starting after the 5th or the 6th
376iteration independent of the depth or the mesh resolution.
377[28] . We analyzed the evolution of the residual rms
378values for constant mesh resolution (is = 23), with varying
379dipole depth. The low-to-low rms values are minimum for
380depths of �20 km; total field residuals are then 23.98 nT.
381Corresponding low-to-high residual rms values increase
382slightly as the dipoles are put deeper (from 4.96 to
3835.32 nT, but the major increase occurs between �20- and
384�30-km depths, and between �30- and �40-km depths). At
385the same time, low-to-high and low-to-low correlation
386coefficients are almost constant.
387[29] . We then analyzed the evolution of the rms values
388for constant depth (�20 km), and varying dipole mesh
389parameter. The low-to-high total field rms values are almost
390constant (between 5.04 and 5.35 nT for total field residuals),
391but a minimum is observed for is = 16 (mean spacing 4.28�).
392Corresponding low-to-low total field residual rms values
393decrease as the dipole mesh parameter increases. However,
394this evolution is less significant for is � 23, when rms
395values are then ’23–24 nT.
396[30] Let us now turn to the high-to-low and high-to-high
397cases. A total of 74446 bins, from 350- to 450-km altitude,
398with an almost homogeneous geographical data distribution,
399were used. Again, the residuals start to increase after a
400number of iterations. The deeper the dipoles are, or the finer
401the dipole mesh is, the later the divergence begins.
402[31] . We analyzed the evolution of the residual rms
403values when considering a constant dipole mesh parameter
404(is = 23). The minimum high-to-high total field residuals are
405observed for depths h equal to �20 and �30 km. The high-
406to-low total field residuals decrease as the dipoles are deeper.
407However, the evolution of the residual rms values is much
408more significant above �10 km than below �20 km.
409[32] . We then analyzed the residual rms values for a
410constant depth of �20 km. The minimum (3.7 nT) high-
411to-high total field rms values are reached for is equal to 25
412(mean spacing 2.68�). Following that minimum, almost null
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413 divergences between AB-, SPO-measurements and AB-,
414 SPO-predictions are observed. The high-to-low rms values
415 do not show a minimum for increasing is, although their
416 evolution is very low for is larger than 27 (2.46�).
417 [33] These tests first show the good correlation between
418 the high- and low-altitude data sets and confirm the litho-
419 spheric origin of the Martian magnetic field. These tests also
420 give some constraints on the mean, statistical depth to the
421 sources. In both the high-to-high and low-to-low cases,
422 minimum residual rms values are observed for a depth
423 h equal to �20 km. The residuals computed for the high-
424 to-high case do not decrease for large is. On the contrary, the
425 low-to-low residual rms values (correlation coefficients)
426 slightly decrease (increase) for increasing is.
427 [34] This can be interpreted in terms of optimal dipole
428 mesh resolution. The models based on the low-altitude, AB
429 and SPO data sets, could be under-parameterized, while
430 those based on the high-altitude, MO data set, might be
431 over-parameterized. This result may, however, be biased by
432 the uneven data distribution at low altitudes, or by the non-
433 modeled external magnetic field. However, the magnetiza-
434 tion models based on these partial, low- or high-altitude
435 data sets, are able to correctly predict the unused data. It is
436 thus possible to combine these low- and high-altitude data
437 sets in an unique problem, in order to get a more complete
438 description of the magnetization distribution.

439 5.2. Global Solutions

440 [35] We also computed magnetization models based on
441 the full data set. Input dipole depths were identical to those

442of the partial solutions. We restricted the dipole mesh
443parameter is to between 12 and 23, because of the amount
444of memory required. Then we computed the residual rms
445values and the correlation coefficients, and we used these
446values to decide which iteration we should retain for each
447solution.
448[36] Figures 1a–1c show an example of the evolution of
449these statistics for the M22/�10 series. The residual rms
450values decrease very fast, reaching an almost constant value
451after the 25th iteration or so. The correlation coefficients
452increase similarly. It is thus difficult to pick a solution,
453especially when considering the statistics of the solution
454(Figures 1d–1f): for almost identical rms, the magnetization
455can change dramatically, without creating any coherent
456magnetic field at the satellite altitude. This can be seen as
457an annihilator of the system [Parker, 1977].
458[37] Here we define an objective, automatic criterion to
459choose a solution. Among the possible criteria, we used the
460relative change between consecutive iterations of the resid-
461ual rms values. This corresponds to computing the slope of
462the evolution of the rms for each iteration. Several limits
463were tested, including 5.0, 1.0, 0.5, and 0.1%. For the M22/
464�10 series, this corresponds to the 6th, 13th, 18th and 25th
465iteration, respectively. Detailed statistics of this series are
466given in Table 1. While the residuals between observed and
467predicted vertical components decrease slowly (by 8.0% and
46815.3% between the 13th and the 18th iteration and between
469the 13th and the 51st iteration, respectively), the rms mean
470vertical magnetization increases significantly (by more than
4716.6% and 26.6%, respectively). This rms magnetization

Figure 1. Statistics of the M22/�10 model series. Left Panel: evolution of rms (black line: left axis) and
correlation coefficient (gray line: right axis) between observed and predicted values for a) Br, b) Bq and
c) Bf. Right Panel: minimum and maximum (black solid line: left axis), arithmetic mean (gray dashed
line: right axis) and std mean magnetizations (gray solid line: right axis) for d) Mr, e) Mq and f) Mf.
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472 increase is even more drastic for the North-South (11.2% and
473 47.9%) and East-West (18.8% and 86%) components, while
474 the residual rms values do not decrease by more than 2–3
475 and 6–8%, respectively. This behavior is also observed for
476 different dipole parameters and depths. The increase of the
477 magnetization values, not associated with the increase of the
478 magnetic field at the satellite altitude, could be linked to
479 some leakage of an annihilator in the magnetization distri-

480bution. It appears that the 1% limit applied to the relative
481evolution of the residuals is a good choice. The resulting
482model provides a good fit to the data, without being too
483energetic in amplitude.
484[38] Figure 2 shows the behavior of the residual rms
485values and of the correlation coefficients as a function of
486the dipole parameter. The different behavior for the Mis/+10
487series can be easily seen. For other depths, both the residual
488rms values and the correlation coefficients converge toward
489a limit. The deeper the sources are, the sooner this limit is
490approached. Similarly, for deeper sources, the curves of both
491residual rms values and correlation coefficients lie closer
492together. After is = 21, it is difficult to distinguish between
493the Mis/�10, Mis/�20, Mis/�30, and Mis/�40 series.

4945.3. M23//��20//14 Model

495[39] The preferred model is M23/�20/14, based on the
496following arguments. The depth of the magnetized layer
497(�20 km) is consistent with both low- and high-altitude

t1.1 Table 1. Residual rms Values and Magnetization Statistics for

M22/�10 Series

Limit Iteration

Rms Res. (nT) Correlation Rms Mag. (A/m)t1.2

Br Bq Bf Br Bq Bf Mr Mq Mft1.3

5.0% 06 18.5 18.2 17.3 0.909 0.878 0.817 0.645 0.535 0.425t1.4
1.0% 13 13.7 15.0 15.0 0.952 0.919 0.866 0.786 0.704 0.580t1.5
0.5% 18 12.6 14.4 14.5 0.960 0.925 0.875 0.838 0.783 0.689t1.6
0.1% 25 12.0 14.1 14.2 0.963 0.928 0.881 0.883 0.851 0.807t1.7
0.0% 51 11.6 14.0 13.8 0.966 0.930 0.888 0.995 1.041 1.079t1.8

Figure 2. Left Panel: evolution of residual rms values with respect to the dipole parameter. Right panel:
evolution of correlation coefficients with respect to the dipole parameter. From solid to long dashed line,
depths = +10, 0, �10, �20, �30 and �40 km, respectively. From bottom to top, Br, Bq, Bf. AB, SPO,
MO data limit is 1.0%.
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498 based solutions. The dipole parameter is the maximum we
499 can use for a global problem. However, the evolution of the
500 residual rms values with respect to the dipole parameter
501 showed that is = 23 is a reasonable compromise between the
502 quality of the fit to the data, the number of data the model
503 derives from, and the number of dipoles.
504 [40] The distribution of the residuals of this particular
505 model are given in Table 2. The residuals of all three
506 components are dominantly large scale. Rms values between
507 high-altitude, MO, observations and predictions are 3.3, 4.3
508 and 4.5 nT for Br, Bq and Bf, respectively, and 19.2, 20.7 and
509 21.1 nT for the low-altitude, AB/SPO data sets. All these rms
510 values are comparable to those computed earlier for the low-
511 to-low and high-to-high cases.
512 [41] The contrast between low-altitude and high-altitude
513 residuals, and between the radial and horizontal components
514 is not surprising. We did not try to remove or model any
515 external magnetic fields. These are likely concentrated in the
516 horizontal components [Krymskii et al., 2002;Vennerstrom et
517 al., 2003]. This is supported by looking at the behavior of the
518 high-altitude residuals with respect to latitude (not shown).
519 The Bq residuals show an equatorial symmetry between ±60�
520 latitude, with positive residuals across the equator, and
521 negative residuals at high latitudes. The Bf residuals show
522 an asymmetric hemispheric behavior, with positive residuals
523 for Northern latitudes and negative residuals for Southern
524 latitudes. No clear trend can be extracted for near-polar
525 latitudes nor for the Br component. Residuals range between
526 ±10 nT near 400-km altitude; at this altitude there is no
527 geographical correlation between the largest residuals and
528 magnetic anomalies.
529 [42] We computed the parameter error covariance matrix
530 [Purucker et al., 1996, equation (6)] of different dipole
531 solutions, including the one presented in this paper and
532 others similar to the solution of Purucker et al. [2000]. In
533 general, the magnetization matrices exhibit a single domi-
534 nant eigenvector, carrying 60% of the variance. Examina-
535 tion of the associated variance reveals regions where small
536 perturbations to the observations would produce correlated,
537 or anti-correlated, changes in nearby groups of dipoles. In
538 the case of the radial magnetization solution of Purucker et
539 al. [2000], and in general where one magnetization compo-
540 nent is derived from a single observation component, the
541 largest positive and negative correlations occur in areas
542 where low-altitude observations are missing. This pattern
543 disappears as other observation and magnetization compo-
544 nents are added. Significant positive and negative correla-
545 tions still exist in the dipoles in our preferred model but are
546 located above the areas where the largest magnetization are
547 found, i.e., Terra Cimmeria and Terra Sirenum. The formal
548 error associated with our model is lower than 0.1 A/m.
549 Maps of the magnetization variance and covariance are
550 given in the electronic supplement.

551[43] Let us now compare our model to previously pub-
552lished ones. The FSU-90 model [Cain et al., 2003] is a
553spherical harmonic model, up to degree and order 90. It was
554derived from AB, SPO and MO data sets, only the last one
555being night-side selected. The authors did not use binned
556data, but rather decimated data along orbit tracks, in order to
557get as uniform a geographical distribution as possible. The
558McGill-50 model [Arkani-Hamed, 2002] is another spherical
559harmonic model, up to degree and order 50. This model was
560computed using a two-step approach. First, models were
561computed using only binned, high-altitude MO measure-
562ments. Second, these models were compared to low-altitude
563data based models [Arkani-Hamed, 2001a]. The final 50-
564degree and order model was then derived by using a covari-
565ance technique [Arkani-Hamed et al., 1994], retaining only
566the average of the covarying spherical harmonic coefficients.
567[44] To compare observations and models we selected
568some AB orbits between day 341 of 1998 and day 28 of
5691999. All retained orbits have periapsis near 100-km alti-
570tude, with absolute measured field components larger than
5711000 nT. 38 of the 39 orbits contain measurements made
572above Terra Cimmeria and Terra Sirenum. We predict the
573field values using M23/�20/14, McGill-50 and FSU-90
574models. We then compute the rms differences between
575observations and predictions as a function of altitude. For
576a given altitude, the residual rms values are computed using
577all measurements made above that particular altitude. We
578present in Figures 3a–3c the statistics for Br, Bq and Bf,
579respectively. While both FSU-90 and M23/�20/14 give
580similar results, with FSU-90 slightly better below 200-km
581altitude, the McGill-50 model has much higher residual rms
582values. To test whether the difference comes from the
583different maximum degree and order of the model compared
584to the FSU-90, we then plot in Figures 3d–3f the residuals
585computed for a truncated (at degree and order 50) version of
586FSU-90 which we denote FSU-50. The fit of by both
587McGill-50 and FSU-50 is similar, but the FSU-50 still gives
588slightly lower residuals. We also tried to understand why the
589residuals computed with our model start to diverge from
590those computed with FSU-90 below 160- to 180-km altitude.
591We thus computed two other models, relying only on vertical
592dipoles (only the first term of the right member of equations
593(A11), (A12), and (A13) are kept), denoted M23/�20/
59408(Mr) and M40/�20/17(Mr). In each case, the iteration
595number was selected using the technique described previ-
596ously. Their residual rms values are also shown in Figures
5973d–3f. Two conclusions can be drawn from these tests. First,
598the M23/�20/08(Mr) model gives similar rms to those of the
599FSU-50 and McGill-50 models. Residual rms values start to
600increase drastically for altitudes lower than 200 km. Second,
601the residuals computed using the M40/�20/17(Mr) model
602are almost identical to those of the FSU-90 model, with
603divergence starting below 120-km altitude.
604[45] M23/�20/14 model has a mean horizontal spacing of
605173 km, comparable to the 160–180-km altitude range
606where the residuals computed using model M23/�20/14
607start to increase. Following Mayhew [1979], it is difficult to
608predict data below an altitude equal to the mean horizontal
609resolution. M23/�20/08(Mr) and M40/�20/17(Mr) models
610have mean horizontal spacings of 173 and 97 km, respec-
611tively. The divergence is observed near 200 and 120 km,
612respectively. This is a little higher than what one might

t2.1 Table 2. Error Distribution in the ±1s and in the ±2s Range for

the M23/�20/14 Model

Error
Range, nT

AB, SPO MOt2.2

Br Bq Bf Br Bq Bft2.3

3 26.0% 17.5% 16.7% 66.5% 53.1% 49.1%t2.4
6 46.6% 32.6% 32.1% 92.5% 84.7% 82.3%t2.5
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613 expect, but the pure radial dipoles certainly introduced a
614 bias in the solution. Our model appears to be less accurate
615 for the shortest wavelengths at low altitude than spherical
616 harmonic models. But it also suggests a distribution of the
617 magnetic sources.

619 6. Discussion

620 [46] We now will focus on a global view of the Martian
621 magnetic field, and emphasize correlations between impact
622 craters and the magnetization model.

623 6.1. Magnetic Field

624 [47] We plot in Figure 4 the three components of the
625 magnetic field at 200 km altitude predicted by the M23/
626 �20/14 model. The magnetic field is weak (within ±10 nT)
627 almost everywhere North of the crustal dichotomy (also
628 plotted in Figure 4). Only two features North of the crustal
629 dichotomy are to be noted, located near (70�N, 30�E) and
630 (45�N, 185�E). The largest magnetic anomalies are observed
631 over Terra Cimmeria and Terra Sirenum. The largest craters,
632 Isidis Planitia, Argyre and Hellas, are not associated with
633 large magnetic anomalies, nor are the largest volcanoes of the
634 Northern hemisphere (Tharsis Montes, Olympus Mons, and
635 Elysium Mons). At least two end-member scenarios can be
636 considered to explain this lack of anomalies. In the first
637 scenario, both the giant impacts and the giant volcanic
638 features took place after the Martian dynamo turned off.
639 The lithosphere would have been demagnetized, because of

640the thermal and shock effects. In the second scenario, the
641impacts and the volcanic edifices took place before the
642Martian dynamo turned on. But this later scenario is less
643likely, as both the giant impacts and the major volcanic
644edifices are probably younger than the terranes of the Terra
645Cimmeria and Terra Sirenum areas, where we see the largest
646magnetic anomalies.
647[48] We computed the magnetic field at 200-km altitude
648on a 0.5� grid. The extrema (rounded to the nearest tens) of
649the predicted magnetic field are �410/+610 nT for Br,
650�540/+460 nT for Bf and �300/+270 nT for Bf. These
651values are very similar to those predicted by the FSU-90
652model: �410/+640 nT for Br, �570/+450 nT for Bq and
653�290/+270 nT for Bf. We downward continued our pre-
654dicted magnetic field to lower altitudes. Because the input
655dipole mesh has a low resolution, such predictions will have
656significant uncertainties. However, such numbers may give
657an idea of the fields which might be expected in follow-on
658missions, if account is taken of the missing shorter-wave-
659length features. At 100-km altitude, the radial magnetic field
660encompasses the range ±2200 nT, while Bq and Bf range
661between ±1600 nT and ±1000 nT, respectively. We com-
662pared these values to those predicted by other models. The
663FSU-90 model predicts amplitudes at 100 km altitude of
6642300 nT, 2000 nT and 1200 nT for Br, Bq and Bf,
665respectively. We also calculated the surface fields predicted
666from our model, after first converting the equivalent source
667representation to a spherical harmonic one (it is impossible
668to predict directly from the equivalent sources solution

Figure 3. Residual rms values between selected orbits and prediction from model. From a to c, using
M23/�20/14 (black solid line), McGill-50 (gray dashed line), and FSU-90 (gray solid line). From d to f,
using M40/�20/17(Mr) (black solid line), M23/�20/08(Mr) (gray dashed line), and FSU-50 (gray solid
line).
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669 magnetic measurements below an altitude equal to the mean
670 horizontal spacing of our model). The predicted scalar
671 magnetic field ranges up to 6000 nT. The components
672 predicted by the McGill-50 model range between

673±2600 nT [see Arkani-Hamed, 2001a, Plate 1], much lower
674than our results. This 6000 nT range sets lower limits on the
675surface Martian magnetic field, because our model does not
676take into account magnetic fields with wavelength content

Figure 4. Predicted magnetic field at 200-km altitude, from M23/�20/14.
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677 below 170 km. FSU-90 model gives a 12000 nT range. It is
678 likely that on Mars’ surface, in the Terra Sirenum and Terra
679 Cimmeria regions, the amplitude of the magnetic field is
680 very similar to the Earth’s magnetic field (±50000 nT).
681 However, the geomagnetic field is mostly of core origin,
682 and the Earth’s lithospheric field is commonly in the
683 
±15 nT at 400 km altitude [Maus et al., 2002].
684 [49] We present in Figure 5 a comparison of the energy
685 spectra of the Earth’s and Mars’ magnetic fields, using CM3
686 model [Sabaka et al., 2002] for the Earth, and FSU-90 [Cain
687 et al., 2003] and our converted model for Mars. Between
688 degrees 15 and 50, there is a difference of 102 between the
689 spectra of Earth and Mars. The two Mars’ models are
690 consistent up to degrees 50/55. Thereafter our model is less
691 energetic, perhaps due to the truncation that our equivalent
692 dipole model carries. Indeed, our dipole mesh has a mean
693 resolution of 2.92�, i.e., 173 km. The spherical harmonic
694 model wavelength [Ravat et al., 2002] can be expressed as

l ¼ 8 � p � R2

n � nþ 1ð Þ

� 	1=2
ð7Þ

696 where n is the maximum degree and R the mean radius of
697 Mars, here 3393.5 km. The maximum degree corresponding
698 to twice the input dipole mesh resolution is 49. Above this
699 degree, the equivalent source fields become laterally
700 correlated [Voorhies et al., 2002], which could explain the
701 decrease of the magnetic spectrum. Thus any conclusion
702 drawn from the spectrum of our model for n higher than 50
703 would be hazardous.

704 6.2. A Magnetization Map

705 [50] Given our assumptions (40-km thick iso-volume
706 blocks of homogeneously magnetized material), the magne-
707 tization ranges �9.0/+11.5, �7.8/+11.3 and �6.2/+6.7 A/m
708 for Mr, Mq and Mf, respectively. Of course these values are
709 not absolute, because of the non uniqueness of the problem,
710 but they are representative of the expected magnetization

711contrasts in the Martian lithosphere. Interestingly enough,
712these figures are very consistent with the ones derived by
713Parker [2003]. In his study, he computed what would be the
714minimum magnetization responsible for some of the largest
715magnetic anomalies on Mars. Assuming a 50-km thick
716magnetized layer, the intensity of the magnetization would
717be at least 4.76 A/m.
718[51] The radial magnetization values are lower than those
719computed by Purucker et al. [2000], but their model relied
720only on the low-altitude, geographically sparse, data set.
721They restrained their model to purely radial magnetization,
722did not try to model the horizontal magnetic components
723and used a preliminary binned version of the AB data set.
724Furthermore, they considered a 1.9� mean spacing for the
725dipoles, which made their magnetized bodies smaller than
726ours (thus leading to larger magnetizations).
727[52] We plot in Figure 6 the three components of the
728magnetization from the M23/�20/14 model. The anomaly
729and magnetization map are in good accordance. High
730magnetization values are mostly located South of the crustal
731dichotomy, with the exception of the negative Mf circular
732feature, near 70� North latitude. This is likely the signature
733of external magnetic fields, or of their induced counterpart.
734[53] We superimposed on the magnetization maps
735(Figure 6) the locations of the circular crater rims with
736diameter larger than 300 km. A list of the craters, together
737with their location and radius is given in Table 3. It is likely
738that impacts demagnetized the Martian lithosphere, as it has
739been observed on the Moon [Halekas et al., 2002, and
740references therein]. The ratio between the crater radius and
741the excavation depth is quite well defined, but this depends
742on the complexity of the crater, or on the geological layout.
743For instance, Garvin et al. [2000] give a mean depth-to-
744diameter ratio of 0.053 ± 0.04 for non-polar, relatively small
745impact features. Of course, this mean ratio cannot be
746extended to the largest craters. Hellas, a 2000-km-diameter
747crater, is only 9 km deep. Also, this ratio is not the one for the
748demagnetization depth. It is likely that the destructive effects

Figure 5. Energy spectra of the Earth’s magnetic field from Sabaka et al. [2002] model (stars), and of
Mars’ magnetic field from our model (black diamonds) and from Cain et al. [2003] model (crosses).
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749 of the impact extend below the crater depth. Such phenom-
750 ena were observed on the Earth [Pilkington and Grieve,
751 1992], although some terrestrial craters are also character-
752 ized by shock and/or thermal remanence. In their study,

753Nimmo and Gilmore [2001] assumed a 0.06 demagnetization
754depth-to-diameter ratio. This value is similar to but larger
755than the one given by Garvin et al. [2000]: the demagneti-
756zation depth is at least equivalent to the excavation depth.

Figure 6. Magnetization from M23/�20/14. These maps were obtained using Delaunay triangulation of
GMT [Wessel and Smith, 1991].
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757 Nimmo and Gilmore [2001] observed an apparent weaker
758 magnetic field associated with craters larger than 500 km in
759 diameter, and inferred a thickness of 35 km for the demag-
760 netized layer (or for the thickness of the magnetic crust).
761 [54] Our magnetization model seems to suggest some
762 correlation between weak magnetized regions and 300-km
763 diameter and larger craters. Of course, we did not expect to
764 see exact, circular signatures of the crater rims in the
765 magnetization map, because of the size of our initial dipole
766 mesh. The largest craters, Hellas, Argyre, Utopia and Isidis,
767 do not show any strong magnetization. Using the MGS
768 Electron Reflectometer measurements, Mitchell et al.
769 [2002] showed that the magnetic field above the Hellas
770 basin was weak, but non zero. Our model does not seem to
771 support this hypothesis (except for theMf component on the
772 Eastern part of the basin), but we cannot reject it. Above only
773 one large impact crater (South of Hephaestus, 1000-km
774 diameter), there are some small magnetized features, espe-
775 cially near its Southern rim. However, the scale of these
776 anomalies is very small compared to the size of the crater.
777 Using preliminary AB data, Nimmo and Gilmore [2001]
778 pointed out that no radial magnetic features could be
779 associated with craters larger that 500-km diameter. On the
780 magnetization map, there is a clear association between non-
781 magnetized and impact areas, especially over some of these
782 craters, like Schroeter (especially for Mr on its South rim),
783 Newton (Mr and Mf), Copernicus (Mr and Mq), Herschel,
784 Kovalsky and Tikhonravov (Mr, Mq and Mf). In order to
785 further estimate these correlations, or to give actual metrics
786 on these correlations, one would need to consider a finer
787 dipole mesh (down to 1.9� or so).
788 [55] The above correlations have implications for either
789 the thickness of the magnetized layer or the demagnetiza-
790 tion depth. It could also help to better understand the shock
791 demagnetization process [Halekas and Lin, 2003]. It seems
792 that large impact craters (300-km diameter and larger) are
793 associated with locally weaker magnetized crust. If we
794 consider a magnetic thickness of 35 to 50 km, this would

795imply a depth-to-diameter ratio between 0.11 and 0.17,
796which is twice the mean value of 0.06 adopted by Nimmo
797and Gilmore [2001]. Their value would imply a magnetized
798thickness of 18 km, leading to more than doubling of the
799magnetization range to ±26.6 A/m.

8006.3. A Quest for Magnetization
801Directions and Paleopoles

802[56] A knowledge of magnetization directions and paleo-
803poles would provide critical information on the tectonic
804evolution for both local and global studies of the Martian
805crust. The inference of paleopoles from magnetization
806directions relies on the assumption that the magnetic field
807recorded by the rocks was dominantly dipolar. Inferences on
808possible polar wandering on Mars from this information
809also relies on the approximate coincidence of the ancient
810magnetic and spin poles.
811[57] Determination of magnetization directions on the
812Earth, and by extension, on Mars, relies on the following
813techniques, listed in order of decreasing reliability: 1) in-situ
814determination from the rocks themselves, 2) inversions of
815magnetic field observations over a body of known geome-
816try, 3) inversions of magnetic field observations over
817isolated dipolar sources, and 4) inversions of magnetic field
818observations over multiple, and overlapping, sources.
819[58] Technique #1 yields unequivocal information about
820magnetization direction, and may also yield information on
821other, superimposed magnetizations which have different
822coercivity spectra. This can be applied to Martian meteorite
823samples, taking into account that they are unoriented and
824have been subject to additional thermal and shock events on
825their way to the Earth. Technique #2 yields generally
826reliable results if the magnetization in the known source
827body can be assumed homogeneous. Because the Martian
828magnetic layer is generally deep, the application of this
829method to Mars is extremely limited. Technique #3 is
830applied by first searching for the optimum location of the
831isolated magnetized body [Arkani-Hamed and Boutin,
8322003; Richmond and Hood, 2003], then solving for its
833directions. If the search is successful in locating the dipole,
834and if the source body is homogeneous, the technique can
835yield reliable results. The application of this technique is
836again very limited, with only a dozen or so examples.
837Technique #4, of which the results in this paper are an
838example, can be applied anywhere, including the most
839intensely magnetized terranes in the Southern hemisphere
840where the other techniques are impossible to apply for now.
841The paleopole locations derived using this technique should
842be considered as possible solutions, and in light of results
843from the other techniques. We computed the location of the
844paleopoles associated with dipoles whose total magnetiza-
845tion exceeds 4 A/m. This represents 116 paleopoles out of a
846total of 4840 dipoles. As expected, these dipoles are mostly
847located over Terra Cimmeria and Terra Sirenum, although
848some are also located in Terra Meridiani. A few observa-
849tions can be made. First, the poles do not show a dipolar
850distribution or clustering, in contrast to the one pointed out
851by Arkani-Hamed and Boutin [2003]. Second, immediately
852adjacent dipoles frequently have very different paleopoles.
853This latter characteristic is also present in other studies (see
854poles associated to anomalies 11 and 16 in Figure 2 of
855Arkani-Hamed and Boutin [2003]).

t3.1 Table 3. Crater Names and Characteristicsa

Crater Name Lat., � Lon., � Radius, kmt3.2

Hellas �43.0 69.0 1000t3.3
Utopia 45.0 110.0 750t3.4
Argyre �49.5 318.0 600t3.5
Isidis 13.0 87.0 550t3.6
South of Hephaestus 10.1 121.6 500t3.7
Mangala �0.9 212.5 295t3.8
Overlapping Schiaparelli �5.8 13.6 280t3.9
South of Renaudot 37.5 63.5 280t3.10
West of LeVerrier �37.9 2.6 250t3.11
South of Lyot 41.6 38.0 240t3.12
Huygens �14.0 55.8 235t3.13
Sirenum �43.5 193.6 230t3.14
Schiaparelli �2.5 16.7 230t3.15
Ladon �18.4 330.6 220t3.16
Cassini 24.0 31.8 220t3.17
Antoniadi �21.5 60.8 200t3.18
Tikhonravov �13.5 35.8 190t3.19
Kovalsky �30.2 218.5 160t3.20
Copernicus �49.2 190.8 150t3.21
Herschel �14.9 129.9 150t3.22
Newton �40.8 201.9 150t3.23
Schroeter �1.9 55.6 150t3.24

aLat. and Lon. are latitude and East longitude. Radius is rounded to the
nearest 5 km.t3.25
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856 [59] Our model, however, compares well to other models.
857 Whaler and Purucker [2003], in a preliminary study, used
858 only radial field data to define a continuous planet-wide
859 magnetization function. They find that six of the ten
860 paleomagnetic poles of Arkani-Hamed and Boutin [2003]
861 are within 30� of their paleomagnetic poles. Table 4 shows
862 that the magnetization inclinations calculated from Tech-
863 nique #3 [Arkani-Hamed, 2001b] are within 10� of the
864 inclinations calculated in this paper, in seven of the ten
865 cases, and are always within 30�. The declinations are more
866 dispersed, as would be expected for a situation in which
867 nine of the ten isolated dipoles have steep inclinations. The
868 values we computed are stable, as pointed out by some tests
869 we performed (see Appendix B). The correspondence
870 between techniques #3 and #4, and between the three
871 studies, gives additional confidence in the magnetization
872 direction determination from the isolated dipoles. The
873 magnetization direction solutions in areas of overlapping
874 magnetic sources are probably more complicated than
875 shown in our results, but will be useful in guiding tectonic
876 or geologic interpretations [Whaler and Purucker, 2003].

878 7. Conclusions

879 [60] Because of the non-uniqueness of the problem, it is
880 impossible to infer the absolute magnetization of the Mar-
881 tian lithosphere. This is why we tested numerous input
882 dipole mesh parameters and depths. The results and inter-
883 pretations given in that study are based on the finest input
884 dipole mesh we were able to use, a mean spacing of 2.92�.
885 The numerous tests we performed, using different mesh
886 resolution and dipole depth, indicate that the results are
887 reliable in terms of magnetization contrasts. A good agree-
888 ment with previously published models is observed.
889 [61] The Martian magnetic field is undoubtedly of litho-
890 spheric origin. Its amplitude at 200-km altitude is ±650 nT.
891 At the surface, it could be up to a few tens of thousands of
892 nT. The magnetization we computed that would produce
893 such a magnetic field ranges between ±12 A/m for a 40-km
894 thick magnetic crust. The correlations observed between the
895 magnetization contrasts and the impact craters indicate that
896 this thickness could be as low as 18 km. In this case, the
897 magnetizations would range between ±25 A/m. In order to
898 produce such magnetizations, there would need to be a high
899 content of magnetic minerals, magnetized in a coherent and
900 large-scale fashion, in the Martian lithosphere.

901[62] We considered sources located 20 km below the
902reference radius of Mars of 3393.5 km. We checked that
903the general behavior observed in our model was present in
904the M23/+00 and M23/�10 series. Given the Martian
905ellipticity, the real distance between the surface and the top
906of our equivalent source layer would range between 5 and 10
907km between ±30� latitude. Given this, and the possible
908demagnetization depth, the magnetic crust could be as thin
909as 10 km, leading to even larger magnetization values.
910[63] This magnetization is one order of magnitude larger
911than that found on the Earth. In a recent study by Rochette
912et al. [2001], several SNC meteorites were analyzed.
913Possible candidates to carry the magnetization are pyrrho-
914tite, titanomagnetite or hematite. Hematite was detected at
915the surface of Mars [Christensen et al., 2001]. It has been
916suggested that this mineral could carry the martian magne-
917tization [Dunlop and Kletetschka, 2001]. But recent studies
918pointed out the superficial characteristics and water-related
919origin of the hematite deposits [Hynek et al., 2002]. Pyr-
920rhotite and titanomagnetite have different Curie points
921(320�C vs. 150–580�C, depending on the Ti proportion).
922The Curie isotherm for pure magnetite was 50 km deep
9234 Gyr B.P. [Nimmo and Gilmore, 2001, Figure 4]. That for
924pyrrhotite was at 25 km. This would be consistent with our
925deductions for the estimated thickness of the magnetization
926layer. However, considering the relatively low blocking
927pressure of pyrrhotite (between 1.6 GPa and 4.5 GPa
928[Vaughan and Tossell, 1973; Kobayashi et al., 1997;
929Rochette et al., 2003]), the demagnetization depth to crater
930diameter ratio could be larger. Although we did not discuss
931this in our study, the impact-related demagnetization may
932well extend 3–4 basin radii [Hood et al., 2003]. One might
933thus expect demagnetized signatures over smaller craters
934(�300-km diameter), but the resolution of our model does
935not allow such correlations to be seen.
936[64] Our model is the first global model of the Martian
937magnetic field that can explain observations in terms of
938possible magnetization distributions. Our model can thus be
939used as a tool to predict the magnetic field and to study the
940magnetic properties of the lithosphere. The limitations are
941linked to the method we used: (i) we considered a discrete
942magnetization distribution, with a mean horizontal resolu-
943tion of 173 km; (ii) the inverse problem is highly non-
944unique, and our solution is only one possibility of what could
945be the real situation on Mars. There is, however, a good
946agreement observed between constant altitude magnetic
947components predicted by our preferred model and by spher-
948ical harmonic analysis. The fit to the data (about 10 nT), and
949the mean spacing of our model (about 170 km), are both
950figures that could decrease. Efforts are needed to refine the
951data selection, increase the model resolution, but also better
952remove and/or model the external contributions. There is
953also a crucial need for new low-altitude magnetic measure-
954ments, to confirm and extend the present results.

955Appendix A: Modeling Scheme

956[65] One can write the potential at (r, q, f) due to a dipole
957located at (rd, qd, fd) as:

V ¼ Mr rA1 � rdð Þ �MqrB1 þMfrC1

l3
ðA1Þ

t4.1 Table 4. Inclination I and Declination D at the Location of the 10

Anomalies Described by Arkani-Hamed [2001b]a

Anomaly Lon. Lat.

Arkani-Hamed
[2001b] This Studyt4.2

I D I Dt4.3

M1 20 �4 69 �20 82 �172t4.4
M2 31 15 76 �116 79 138t4.5
M3 27 65 29 �92 22 �11t4.6
M4 66 �5 �75 149 �80 �26t4.7
M5 69 �15 59 29 88 45t4.8
M6 103 �27 80 �6 73 �54t4.9
M7 214 �5 �71 �180 �67 �172t4.10
M8 309 �25 �78 90 �71 �109t4.11
M9 322 �1 76 88 80 122t4.12
M10 344 2 �68 114 �86 �36t4.13
aAll values in �.t4.14
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959 where l is defined in equation (2), and the coefficients are

A1 ¼ cos qð Þ cos qdð Þ þ sin qð Þ sin qdð Þ cos f� fdð Þ ðA2Þ

B1 ¼ cos qð Þ sin qdð Þ � sin qð Þ cos qdð Þ cos f� fdð Þ ðA3Þ

C1 ¼ sin qð Þ sin f� fdð Þ ðA4Þ

965 [66] Following equation 4, we calculate the partial deriv-
966 atives of A1, B1 and C1 [Mayhew et al., 1984; Dyment and
967 Arkani-Hamed, 1998]:

A2 ¼
@A1

@q
¼ � sin qð Þ cos qdð Þ þ cos qð Þ sin qdð Þ cos f� fdð Þ ðA5Þ

B2 ¼
@B1

@q
¼ � sin qð Þ sin qdð Þ � cos qð Þ cos qdð Þ cos f� fdð Þ ðA6Þ

C2 ¼
@C1

@q
¼ cos qð Þ sin f� fdð Þ ðA7Þ

A3 ¼
@A1

sin qð Þ@f ¼ � sin qdð Þ sin f� fdð Þ ðA8Þ

B3 ¼
@B1

sin qð Þ@f ¼ cos qdð Þ sin f� fdð Þ ðA9Þ

C3 ¼
@C1

sin qð Þ@f ¼ cos f� fdð Þ ðA10Þ

979 [67] Finally, using the substitutions D1 = r � rdA1, D2 =
980 �rdA2, D3 = �rdA3, F1 = r A1 � rd, F2 = �rB1 and F3 = rC1,
981 we can write the full expression for the magnetic field
982 components:

Br ¼ Mr

3D1F1

l2
� A1

l3
þMq

3D1F2

l2
þ B1

l3
þMf

3D1F3

l2
� C1

l3

ðA11Þ

Bq ¼ Mr

3D2F1

l2
� A2

l3
þMq

3D2F2

l2
þ B2

l3
þ Mf

3D2F3

l2
� C2

l3

ðA12Þ

Bf ¼ Mr

3D3F1

l2
� A3

l3
þMq

3D3F2

l2
þ B3

l3
þ Mf

3D3F3

l2
� C3

l3

ðA13Þ

988 [68] The inverse problem can be written as [Purucker et
989 al., 1996, 2000]

~b ¼ ~Dxþ ~n ðA14Þ

991where ~b is the vector containing the n magnetic observations
992(or the 3� n observed magnetic components), x is the vector
993containing the parameters of the m dipoles (the 3 � m
994unknowns), and ~n is the observation noise vector (of mean
995zero and covariance W�1). ~D is the geometric source
996function matrix between x and ~b, of size 3n � 3m. In order
997to normalize ~n, we multiply (A14) by W1/2:

b ¼ Dxþ n ðA15Þ

999[69] The elements of D are given by equations (A11),
1000(A12), and (A13). The inverse problem is solved by seeking
1001the minimum of L(x) = nTn, which corresponds to the
1002normal equations:

DTDx ¼ DTb ðA16Þ

1004[70] When considering large problems, the computation
1005of the product DTD can be very time consuming. It is then
1006easier to use conjugate gradient approaches. Indeed the
1007minimum for L is reached when rL = Dx � b goes to zero
1008[Press et al., 1992]. We use an iterative process where we
1009compute for each step k a new solution xk+1 equal to xk +
1010akpk, where the vector pk is a search direction and ak is a
1011scalar minimizing L(xk+1) along pk:

ak ¼
rTk rk

pTk D
TDpk

ðA17Þ

1013where rk is the vector of the residuals after the kth iteration:

rk ¼ DTb� DTDxk ðA18Þ

1015[71] By using the matrix identity pTkD
TDpk = (Dpk)

TDpk in
1016equation (A17), we can use D directly instead of having to
1017calculate the product DTD. This is called the design matrix
1018approach [van der Sluis and van der Vorst, 1987].

1019Appendix B: Influence of the Dipole Mesh

1020[72] In an attempt to evaluate the influence of the position
1021of each dipole on the resulting magnetization distribution,
1022we performed several tests in which the input dipole meshes
1023were rotated with respect to the original one we described in
1024the paper. We used identical parameters (is = 23, h = �20).
1025We considered three rotations, around the North Pole (0�E,
102690�N), and around two equatorial locations, (0�E, 0�N) and
1027(90�E, 0�N). These tests are referred as RZ, RX and RY. In
1028each case, the rotation angle is set to 1.5�, which corre-
1029sponds to half the mean resolution of our input dipole mesh.
1030[73] First, the 1% limit for the relative evolution of the
1031residual rms values is reached after 16, 14 and 16 iterations
1032for the RX, RY and RZ, respectively. The residual rms values
1033and correlation coefficients we computed are similar to
1034those of the M23/�20/14 model. Second, at 200-km alti-
1035tude, rms differences between the M23/�20/14 model and
1036the RX, RY and RZ models are as little as 3 nT, with
1037correlation coefficients larger than 0.995. Finally, although
1038the dipoles are not located at the same positions, we
1039evaluated the rms differences and the correlation coeffi-
1040cients between the M23/�20/14 magnetization distribution
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1041 and the RX, RYand RZ ones. Rms differences are of the order
1042 of 0.4 A/m, while correlation coefficients are larger than 0.9.
1043 These metrics were estimated using interpolated projections
1044 of the RX, RY and RZ models onto the M23/�20/14 input
1045 dipole mesh.
1046 [74] Although the location of the dipoles has a small
1047 impact on the final magnetization distribution, it is worth
1048 noting that these differences are very short length-scale, and
1049 do not affect the global characteristics of the magnetization
1050 distribution. Inclinations and declinations we estimated in
1051 Table 4 do not vary significantly. Paleopole positions based
1052 on the M23/�20/14 and on the three RX, RY and RZ tests
1053 fall within 10� of each other for nine of the 10 anomalies
1054 described in Table 4. Similarly, the impact craters we
1055 described in Table 3 are still associated with weaker
1056 magnetized areas.
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